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Big Picture Data & Methods Results Conclusion

Overview

Research question: to what extent can resumes be used to
generate a cheap, accurate, fair, credible signal to improve
(teacher) hiring decisions?

Approach

link applicants’ resumes to effectiveness & retention as hires

create theory-informed predictor variables from resume data in
automatable way

evaluate prediction model’s value
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Big Picture Data & Methods Results Conclusion

Motivation: teacher effectiveness varies & matters

One σ increase in teacher value-added causes
$150,000-$400,000 increase in NPV of future student earnings
per teacher-year [Hanushek (2011); Chetty, Friedman, & Rockoff (2012)]
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Big Picture Data & Methods Results Conclusion

Motivation: improved pre-hire signals would pay off big

Staiger & Rockoff (2010) 4 / 30
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Motivation: but it’s really hard!

“it is difficult to identify those teachers who will prove more
effective at the time of hire.” [Staiger & Rockoff (2010) JEP]

Largest successes still modest: “students assigned to a
teacher 1 σ higher [on either cognitive or noncognitive
measures] have achievement that is 0.025 student-level σ

higher.” [Rockoff, Jacob, Kane, & Staiger (2011) EFP]

“ observable characteristics are unlikely to be able to predict
most of the variation in teacher effects.” [Jackson, Rockoff, & Staiger (2014)

AnnRevEc]
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Recommended vs Not-Recommended Hires’ Effectiveness

Minimal cost buys 0.22σT = 0.044σS ≥ $44,000/year NPV 6 / 30
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More fair: reduces adverse impact
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Outcome Variables
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Pre-Hire Data

16,071 Applications (2007-2013)
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Big Picture Data & Methods Results Conclusion

Which One Would You Hire?

Work-experience relevance
JD text → Occ. Code → Occ. Dims. → Work-Exp. Relevance

Reasons for leaving
Text → 3 key topics: approach, avoidance, involuntary, other
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Work Exp. Relevance: Occ. descriptions & characteristics
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Big Picture Data & Methods Results Conclusion

Selection Bias: Heckman Selection Model

Non-random sample of applicants who are hired.

No outcome data if not hired.

Exclusion Restrictions

Instrument 1: Quality of the competition faced by each applicant.

Instrument 2: Quantity of the competition.

(Goldhaber, Grout, & Huntington-Klein, 2014)

Table
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Demographic Variables

Race, Gender, and Age

Not included in the main models, only in the adverse impact
evaluation.
Age imputed using undergraduate start date.
37% of applicants missing self-reported race & gender.
Race & gender imputed using machine learning classification.
Validation: 95% accuracy.
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Prediction model: effectiveness: value-added

Predictors\Outcome Value-** 
added** 

Expert**  
observ * 

Student** 
evals.    * 

Turnover 
hazard 

Work-exper. relevance 0.11***    
     

Reasons for leaving     
   Avoid bad jobs -0.11***    
   Approach good jobs 0.09***    
   Involuntary turnover 0.00***    
     

1(past district employee) 0.07***    
1(past work as teacher) 0.07***    
1(advanced degree) -0.02***    
     

Job persistence 0.08***    
Spelling accuracy 0.03***    
Years of work experience 0.02***    
Mean employment gap 0.02***    
     

Inverse Mills ratio 0.23***    

Observations 866***    
Note: Indicators for position type & year included. Significant at *10% **5%  ***1% 
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Big Picture Data & Methods Results Conclusion

Prediction model: effectiveness

Predictors\Outcome Value-** 
added** 

Expert**  
observ * 

Student** 
evals.    * 

Turnover 
hazard 

Work-exper. relevance 0.11*** 0.05*** -0.04***  
     

Reasons for leaving     
   Avoid bad jobs -0.11*** -0.17*** -0.14***  
   Approach good jobs 0.09*** 0.09*** 0.09***  
   Involuntary turnover 0.00*** -0.06*** 0.01***       
     

1(past district employee) 0.07*** -0.06*** -0.19***  
1(past work as teacher) 0.07*** 0.07*** 0.05***  
1(advanced degree) -0.02*** 0.18*** 0.02***  
     

Job persistence 0.08*** 0.08*** 0.00***  
Spelling accuracy 0.03*** 0.01*** 0.04***  
Years of work experience 0.02*** -0.09*** -0.08***  
Mean employment gap 0.02*** 0.01*** 0.01***  
     

Inverse Mills ratio 0.23*** -0.10*** -0.11***  

Observations 866*** 1,728*** 1,342***  
Note: Indicators for position type & year included. Significant at *10% **5%  ***1% 
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Prediction model: + turnover

Predictors\Outcome Value-** 
added** 

Expert**  
observ * 

Student** 
evals.    * 

Turnover 
hazard 

Work-exper. relevance 0.11*** 0.05*** -0.04*** 0.94*** 
     

Reasons for leaving     
   Avoid bad jobs -0.11*** -0.17*** -0.14*** 1.06*** 
   Approach good jobs 0.09*** 0.09*** 0.09*** 0.97*** 
   Involuntary turnover 0.00*** -0.06*** 0.01***      0.95*** 
     

1(past district employee) 0.07*** -0.06*** -0.19*** 0.89*** 
1(past work as teacher) 0.07*** 0.07*** 0.05*** 0.83*** 
1(advanced degree) -0.02*** 0.18*** 0.02*** 1.10*** 
     

Job persistence 0.08*** 0.08*** 0.00*** 0.88*** 
Spelling accuracy 0.03*** 0.01*** 0.04*** 1.03*** 
Years of work experience 0.02*** -0.09*** -0.08*** 1.05*** 
Mean employment gap 0.02*** 0.01*** 0.01*** 0.98*** 
     

Inverse Mills ratio 0.23*** -0.10*** -0.11*** 0.92*** 

Observations 866*** 1,728*** 1,342*** 2,225*** 
Note: Indicators for position type & year included. Significant at *10% **5%  ***1% 
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Value of model: select on predicted value-added

     E[Rec-NotRec] on: Value-
added 

Expert**  
observ * 

Student** 
evals.    * 

Years 
Retained 

Select on:     
     

Value-added 0.22 
(0.18,0.25) 

   
     

Retention  
 

   

Note: Recommended – NotRec mean difference in test samples & (95% CI) in 200 iterations. 
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Value of model: select on predicted value-added

     E[Rec-NotRec] on: Value-
added 

Expert**  
observ * 

Student** 
evals.    * 

Years 
Retained 

Select on:     
     

Value-added 0.22 
(0.18,0.25) 

0.27 
(0.25,0.29) 

0.08 
(0.06,0.11) 

0.46 
(0.40,0.51) 

     

Retention 0.14 
(0.09,0.19) 

-0.13 
(-0.16,-0.10) 

-0.08 
(-0.11,-0.04) 

3.53 
(3.49,3.58) 

Note: Recommended – NotRec mean difference in test samples & (95% CI) in 200 iterations. 
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Conclusions & Future Directions

New measures from common, strategically-provided data

Cheap, useful prediction of effectiveness & retention

Lowers risk of adverse impact

Implement at MPS

Validate externally
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Appendix
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Calculating Relevance Using Profile Analysis

How similar are an applicant’s previous occupations to the
teaching job to which they are currently applying?
Profile Similarity Indices (PSIs): a single value representing
the extent to which person’s and job’s profiles are (dis)similar
across multiple variables.
Profile Level (L2 Distance):√

∑
n
i=1(xic− xia)2

where:
c Occupation of position applied for
a Applicant’s previous occupation
i O*NET variable index

n Number of O*NET variables

(Converse, Oswald, & Gillespie, 2004; Edwards, 1993) 22 / 30
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Weighting Previous Jobs

Define weight as a function of elapsed time since the person
left the previous job & the tenure in the previous job.
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Correlations
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Stage 1: who got hired
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Stage 2: effectiveness
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Stage 2: retention
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Adverse Impact?
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Improvement?
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